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Introduction

ACCORDING to the CCU Fact Book, we know that 49.84% of
students were out-of-state and 6.52% of students were grad-

uate students in the year of 2021. These values are known for the
entire population of CCU students and therefore called parame-
ters (p). However, if we take a sample of say n = 50 students, we
would compute a statistic (p̂) to estimate the parameter. It is un-
likely that the value for the statistic would equal the value for the
population parameter. In fact, even different samples would yield
different statistics. Instead of using this one estimate from our
sample for the population, we create an estimate with an interval
of values, called a confidence interval.

Confidence intervals estimate population parameters with a
certain level of confidence. There are several options for con-
structing a confidence interval for the parameter p. With the help
of statistical computing software, e.g., RStudio, one can simulate
samples from a known population and compute different confi-
dence intervals for a given problem simultaneously and signifi-
cantly faster than computing them by hand. Using this compu-
tational power, we can compare the performance of the different
intervals for the population proportion.

Simulation

IN order to study achieved vs. stated confidence we utilize the
following steps for simulation:

1. Generate data x from the known population,
X ∼ Binomial(n, p).

2. Compute the desired confidence interval(s) for p, using the
simulated data, p̂ = x/n.

3. Determine whether or not the known parameter exists within
the interval’s bounds.

4. Repeat steps 1 - 3 thousands of times to estimate what per-
centage of time the interval contains the population parameter.

5. Compare this simulated level of confidence to the stated level
of confidence (95%).

We explore the impact of p and n on the performance of the
different intervals by considering variations of p and n.

Confidence Intervals

CONFIDENCE intervals compared in this simulation study fol-
low:

•Wald (Asymptotic): p̂± z1−α/2

√
p̂(1−p̂)

n , where p̂ = x
n

•Agresti-Coull: p̃± z1−α/2

√
p̃(1−p̃)
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, where p̃ =
x+(z21−α/2)/2
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•Wilson: p̃± z1−α/2
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•Bayesian: Highest probability density interval for posterior
p|x ∼ Beta(x + 0.5, n− x + 0.5)

•Clopper-Pearson (Exact): End points are p’s that are
the solutions to∑x
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n
i

)
pi(1− p)n−i = α/2 and

∑n
i=x

(
n
i

)
pi(1− p)n−i = α/2

Results

Table 1: Simulated level of confidence for various values of n and
p. Overall performance for each value of n is given across all val-
ues of p.

AC A B E W

n = 20 p = 0.15 0.9777 0.8190 0.9393 0.9777 0.9777

p = 0.50 0.9586 0.9586 0.9586 0.9586 0.9586

p = 0.75 0.9555 0.8971 0.9631 0.9631 0.9351

Overall 0.9639 0.8916 0.9537 0.9665 0.9571

n = 50 p = 0.15 0.9563 0.9408 0.9408 0.9729 0.9563

p = 0.50 0.9368 0.9368 0.9368 0.9679 0.9368

p = 0.75 0.9519 0.9406 0.9256 0.9670 0.9519

Overall 0.9483 0.9394 0.9344 0.9693 0.9483

n = 100 p = 0.15 0.9666 0.9333 0.9513 0.9666 0.9350

p = 0.50 0.9436 0.9436 0.9436 0.9647 0.9436

p = 0.75 0.9526 0.9471 0.9364 0.9633 0.9526

Overall 0.9543 0.9413 0.9438 0.9649 0.9437

Figure 1: Figure 2:
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Discussion

OBSERVING the performance of these five confidence inter-
vals compared to one another, we can see that the results

of these simulations agree with established literature. The confi-
dence level of the Wald (Asymptotic) CI results in a level that is
far lower than what is stated. Results fall well below 95%, espe-
cially when n is small or p is close to zero or one. We say Wald
CI’s are too “liberal”, or actually much lower in confidence, than
what is stated.

The Exact (Clopper-Pearson) CI appears to contain inter-
vals with the highest level of confidence compared to the others.
We say this interval is too “conservative”, in that it provides re-
sults that are actually more confident than what is stated. The
trade-off for an increased level of confidence is a wider, less pre-
cise estimate of the population proportion.

The Agresti-Coull, Wilson, and Bayes confidence intervals
all perform fairly well, in that the simulated level of confidence is
much closer to 95%, the actual stated level of confidence.

In general, intervals tend to perform better for larger values of
n and values of p closer to 0.50.
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